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1 Context

This internship offers is within the ANR project BIP-UP (Bandits Improve Patients follow-UP) between
Inria Lille and the Lille hospital, in which we seek to develop new machine learning tools to help patient
follow-up, with a focus on the particular use case of patients that have undergone bariatric surgery.
Bariatric surgery is a medical procedure to help individuals with obesity lose weight by making changes to
their digestive system, and is known to require a long follow-up period to avoid relapse or complications.
Using a “large” (n = 1300) database available at the hospital, we developed of a first model to predict
the weight loss after surgery, based on decision trees (Saux et al., 2023). We now want to take a step
further and consider the construction of decision support tools, possibly relying on this prediction model.
We hope to leverage the rich literature on contextual bandits for this purpose.

Contextual bandits Bandit models (Lattimore and Szepesvari, 2019) are powerful tools for sequential
decision making. In particular in contextual bandits (Li et al., 2010), a context xt is revealed at time
t (e.g. a patient descriptor), an action at is chosen at time t and a reward rt, depending on both the
context and the action is received. The goal is to design an action selection mechanism that maximizes
the total reward received, or to find a good policy, that is a mapping from context to action that yield
large reward (or small cost), on average. Contextual bandits have been extensively studied for application
to recommender systems or the display of advertising (Chapelle and Li, 2011). More recently, they
started to be considered for applications to mobile health, in which the goal is to adaptively propose
interventions to patients using a digital application in order to maintain a desired healthy behavior (e.g.
exercising or stop smoking), see, e.g., (Yom-Tov et al., 2017; Tomkins et al., 2021). In our context, the
kind of interventions we seek to propose is different: adaptively decide when to schedule the next visit of
a patient, in order to both minimize his or her well-being and to save doctor’s time.
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2 Goals

Patient follow-up for of bariatric surgery Together with the medical team, our goal is to propose
a new adaptive follow-up protocol based on a system in which patients having had bariatric surgery
would be asked to input (e.g. on a weekly basis) information about their weight and their well-being
(e.g. declare some unpleasant digestive symptoms, or report their glycemy in case of diabetes). After
receiving the information the system could produce some suggestions about when a medical visit (to
a general practicioner, or to the hospital) is needed. The goal of the learning phase is twofolds: treat
the patients well during the study (maximize some appropriately defined notion of reward) and find a
good policy, that is a good decision rule that maps the current patient states to when its ideal next visit
should happen. This policy could be in a subsequent randomized trial compared to the standard of care
(a pre-defined timing of the visits fixed after the surgery) in order to access its benefit for the patient.

Objectives of the internship Besides the practical challenges (defining the appropriate context,
actions, and rewards in collaboration with the medical team), the goal of this internship is to tackle
different problematic related to the general use of contextual bandits:

• The objective of maximizing rewards and finding a good policy (i.e. a good arms) are known to be
antagonistic for classical (i.e. non-contextual) bandit problems (Bubeck et al., 2011). How can we
achieve a good trade-off between both objectives in the contextual case?

• Our weight predictor has the nice feature of being interpretable as it consists of a decision tree.
Can we find a good policy for the more complex visit prediction task among decision trees? How to
learn it online?

• In the learning phase, either doctors (double checking whether visits should indeed occur) or
patients could be non-compliant. How to we take that into account to still learn a good policy?

• Can we transfer a good policy learnt for a certain population of patients (context distribution) to
another?

3 Practical information

The internship will take place in the Scool team at Inria Lille in spring-summer 2024. Scool is a
growing team with seven permanent researchers and around 15 PhD students and post-docs, working on
sequential decision making (adaptive testing, bandits and reinforcement learning). There is a possibly
to continue as a PhD student within the BIP-UP project. To apply, please send your resume to
emilie.kaufmann@inria.fr and philippe.preux@inria.fr.
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